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(57) ABSTRACT 

Detecting harmful or illegal intrusions into a computer 
network or into restricted portions of a computer network 
uses a process of synthesizing anomalous data to be used in 
training a neural network-based model for use in a computer 
network intrusion detection system. Anomalous data for 
arti?cially creating a set of features re?ecting anomalous 
behavior for a particular activity is performed. This is done 
in conjunction with the creation of normal-behavior feature 
values. A distribution of users of normal feature values and 
an expected distribution of users of anomalous feature 
values are then de?ned in the form of histograms. The 
anomalous-feature histogram is then sampled to produce 
anomalous-behavior feature values. These values are then 
used to train a model having a neural network training 
algorithm where the model is used in the computer network 
intrusion detection system. The model is trained such that it 
can ef?ciently recognize anomalous behavior by users in a 
dynamic computing environment where user behavior can 
change frequently. 
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METHOD AND APPARATUS FOR TRAINING 
A NEURAL NETWORK MODEL FOR USE IN 

COMPUTER NETWORK INTRUSION 
DETECTION 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 
The present invention relates generally to the ?eld of 

computer systems software and computer netWork security. 
More speci?cally, it relates to softWare for examining user 
and group activity in a computer netWork and for training a 
model for use in detecting potential security violations in the 
netWork. 

2. Discussion of Related Art 

Computer netWork security is an important issue for all 
types of organiZations and enterprises. Computer break-ins 
and their misuse have become common features. The 
number, as Well as sophistication, of attacks on computer 
systems is on the rise. Often, netWork intruders have easily 
overcome the passWord authentication mechanism designed 
to protect the system. With an increased understanding of 
hoW systems Work, intruders have become skilled at deter 
mining their Weaknesses and exploiting them to obtain 
unauthoriZed privileges. Intruders also use patterns of intru 
sion that are often dif?cult to trace and identify. They use 
several levels of indirection before breaking into target 
systems and rarely indulge in sudden bursts of suspicious or 
anomalous activity. If an account on a target system is 
compromised, intruders can carefully cover their tracks as 
not to arouse suspicion. Furthermore, threats like viruses and 
Worms do not need human supervision and are capable of 
replicating and traveling to connected computer systems. 
Unleashed at one computer, by the time they are discovered, 
it is almost impossible to trace their origin or the extent of 
infection. 
As the number of users Within a particular entity groWs, 

the risks from unauthoriZed intrusions into computer sys 
tems or into certain sensitive components of a large com 
puter system increase. In order to maintain a reliable and 
secure computer netWork, regardless of netWork siZe, expo 
sure to potential netWork intrusions must be reduced as 
much as possible. NetWork intrusions can originate from 
legitimate users Within an entity attempting to access secure 
portions of the netWork or can originate from illegitimate 
users outside an entity attempting to break into the entity’s 
netWork often referred to as “hackers.” Intrusions from 
either of these tWo groups of users can be damaging to an 
organiZation’s computer netWork. Most attempted security 
violations are internal; that is, they are attempted by employ 
ees of an enterprise or organiZation. 

One approach to detecting computer netWork intrusions is 
calculating “features” based on various factors, such as 
command sequences, user activity, machine usage loads, and 
resource violations, ?les accessed, data transferred, terminal 
activity, netWork activity, among others. Features are then 
used as input to a model or expert system Which determines 
Whether a possible intrusion or violation has occurred. The 
use of features is Well-knoWn in various ?elds in computer 
science including the ?eld of computer netWork security, 
especially in conjunction With an expert system Which 
evaluates the feature values. Features used in present com 
puter security systems are generally rule-based features. 
Such features lead to computer security systems that are 
in?exible, highly complex, and require frequent upgrading 
and maintenance. 
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2 
Expert systems that use such features generally use 

thresholds (e.g., “if-then-else” clauses, “case” statements, 
etc.) to determine Whether there Was a violation. Thus, a 
human expert With extensive knoWledge of the computer 
netWork domain has to accurately determine and assign such 
thresholds for the system to be effective. These thresholds 
and other rules are typically not modi?ed often and do not 
re?ect day-to-day ?uctuations based on changing user 
behavior. Such rules are typically entered by an individual 
With extensive domain knoWledge of the particular system. 
In short, such systems lack the robustness needed to detect 
increasingly sophisticated lines of attack in a computer 
system. A reliable computer system must be able to accu 
rately determine When a possible intrusion is occurring and 
Who the intruder is, and do so by taking into account trends 
in user activity. 

As mentioned above, rule-based features can also be used 
as input to a model instead of an expert system. HoWever, a 
model that can accept only rule-based features and cannot be 
trained to adjust to trends and changing needs in a computer 
netWork generally suffers from the same draWbacks as the 
expert system con?guration. A model is generally used in 
conjunction With a features generator and accepts as input a 
features list. HoWever, models presently used in computer 
netWork intrusion detection systems are not trained to take 
into account changing requirements and user trends in a 
computer netWork. Thus, such models also lead to computer 
security systems that are in?exible, complex, and require 
frequent upgrading and maintenance. 

FIG. 1 is a block diagram depicting certain components in 
a security system in a computer netWork as is presently 
knoWn in the art. A features/expert systems component 10 of 
a complete netWork security system (not shoWn) has three 
general components: user activity 12, expert system 14, and 
alert messages 16. User activity 12 contains “raW” data, 
typically in the form of aggregated log ?les and is raW in that 
it is typically unmodi?ed or has not gone through signi?cant 
preprocessing. User activity 12 has records of actions taken 
by users on the netWork that the organiZation or enterprise 
Wants to monitor. 

Expert system 14, also referred to as a “rule-based” 
engine, accepts input data from user activity ?les 12 Which 
acts as features in present security systems. As mentioned 
above, the expert system, a term Well-understood in the ?eld 
of computer science, processes the input features and 
determines, based on its rules, Whether a violation has 
occurred or Whether there is anomalous activity. In tWo 
simple examples, expert system 14 can contain a rule 
instructing it to issue an alert message if a user attempts to 
logon using an incorrect passWord more than ?ve consecu 
tive times or if a user attempts to Write to a restricted ?le 
more than once. 

Alert message 16 is issued if a rule threshold is exceeded 
to inform a netWork security analyst that a possible intrusion 
may be occurring. Typically, alert message 16 contains a 
score and a reason for the alert, i.e., Which rules or thresh 
olds Were violated by a user. As stated above, these thresh 
olds can be outdated or moot if circumstances change in the 
system. For example, circumstances can change and the 
restricted ?le mentioned above can be made accessible to a 
larger group of users. In this case an expert Would have to 
modify the rules in expert system 14. 
As mentioned above, the feature and expert system com 

ponents as shoWn in FIG. 1 and conventional models used 
in conjunction With these components have signi?cant draW 
backs. One is the cumbersome and overly complex set of 
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rules and thresholds that must be entered to “cover” all the 
possible security violations. Another is the knowledge an 
expert must have in order to update or modify the rule base 
and the model to re?ect changing circumstances in the 
organiZation. Related to this is the dif?culty in locating an 
expert to assist in programming and maintaining all com 
ponents in the system. 

Therefore, it Would be desirable to utiliZe a features list 
generator in place of a traditional expert system that can 
automatically update itself to re?ect changes in user and user 
group current behavior. It Would also be desirable to derive 
a training process for a model used in conjunction With a 
features generator to generate a score re?ective of changing 
user behavior. It Would also be desirable to have the training 
process or algorithm accurately read anomalous user behav 
ior. Furthermore, it Would be desirable to have such a 
features generator be self-suf?cient and ?exible in that it is 
not dependent on changes entered by an expert and is not a 
rigid rule-based system. 

SUMMARY OF THE INVENTION 

To achieve the foregoing, methods, apparatus, and 
computer-readable medium are disclosed Which provide 
computer netWork intrusion detection. In one aspect of the 
present invention, a method of arti?cially creating anoma 
lous data for creating an arti?cial set of features re?ecting 
anomalous behavior for a particular activity is described. A 
feature is selected from a features list. Normal-feature values 
associated With the feature are retrieved. A distribution of 
users of normal feature values and an expected distribution 
of users of anomalous feature values are then de?ned. 
Anomalous-behavior feature values are then produced. 
Advantageously, a netWork intrusion detection system can 
use a neural-network model that utiliZes the arti?cially 
created anomalous-behavior feature values to detect poten 
tial intrusions into the computer netWork. 

In one embodiment a normal-behavior histogram indicat 
ing a distribution of users is de?ned. In another embodiment 
it is determined Whether the activity corresponding to 
anomalous feature values are performed more or less fre 
quently than normal. In yet another embodiment an 
anomalous-behavior histogram indicating an expected dis 
tribution of users is de?ned. In yet another embodiment the 
anomalous-behavior histogram is sampled. In yet another 
embodiment numerous anomalous-behavior feature values 
for each feature in the list of features is produced thereby 
creating a set of numerous anomalous-behavior feature 
values. In yet another embodiment an anomalous features 
list from a set of numerous anomalous-behavior feature 
values is derived. 

In another aspect of the present invention a method of 
training a model for use in a computer netWork intrusion 
detection system is described. Anomalous feature values are 
de?ned and normal feature values are retrieved. A ratio of 
anomalous feature values and normal feature values is 
determined. A particular amount anomalous feature values 
and normal feature values are used as input to the model 
according to the ratio. By inputting the feature values based 
on the ratio, the model utiliZes the particular amount of 
anomalous feature values and the particular amount of 
normal feature values to derive a score for a user activity. 

In one embodiment, the model is trained using a neural 
netWork algorithm. In another embodiment, a probability 
factor for use in determining the ratio of anomalous feature 
values and normal feature values is derived. In another 
embodiment, an anomalous feature data list from numerous 
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4 
anomalous feature values is randomly selected. Similarly, a 
normal feature data list from numerous normal feature 
values is randomly selected. In yet another embodiment, a 
desired score is assigned for the selected feature data list 
used as input to the model. 

In another aspect of the present invention, a computer 
netWork intrusion detection system for detecting possible 
violations in a computer netWork is described. The system 
includes user activity ?les containing records relating to 
activities performed by users on the system and historical 
data ?les containing user historical data and user group or 
peer historical data. Afeature generator generates a features 
list and accepts as input the user historical data and the peer 
historical data. Amodel is trained to process the features list 
and output a ?nal score indicative of Whether a user activity 
is a potential intrusion or violation in the computer system. 

In one embodiment the user historical data contains a 
series of user historical means and user historical standard 
deviations and the peer historical data contains a series of 
peer historical means and peer historical standard devia 
tions. In another embodiment the features generator accepts 
as input the user historical means and the user historical 
standard deviations. In yet another embodiment the com 
puter netWork intrusion detection system contains a set of 
features re?ecting anomalous behavior. In yet another 
embodiment the computer netWork intrusion detection sys 
tem has an anomalous feature data store for storing sets of 
anomalous feature values. In yet another embodiment the 
netWork intrusion detection system also includes a data 
selector for selecting either normal feature data or anoma 
lous feature data based on a predetermined ratio and a neural 
netWork training component that accepts as input either the 
normal feature data or the anomalous feature data as deter 
mined by the data selector. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention may be best understood by reference to the 
folloWing description taken in conjunction With the accom 
panying draWings in Which: 

FIG. 1 is a block diagram of a features/expert system 
component of a security system in a computer netWork as is 
presently knoWn in the art. 

FIG. 2 is a block diagram of a computer netWork security 
system in accorded With the described embodiment of the 
present invention. 

FIG. 3 is a schematic diagram shoWing the formation of 
user activity log ?les, or the raW user data, in accordance 
With one embodiment of the present invention. 

FIG. 4 is a ?oW diagram of a process for generating user 
historical data in accordance With one embodiment of the 
present invention. 

FIG. 5 is a ?oW diagram of a process for generating peer 
historical data in accordance With one embodiment of the 
present invention. 

FIG. 6 is a ?oW diagram of a process for generating a 
features list containing data on a user’s activity in accor 
dance With one embodiment of the present invention. 

FIG. 7 is a ?oW diagram of a process for generating 
another portion of a features list related to a user’s activity 
relative to peer activity in accordance With one embodiment 
of the present invention. 

FIG. 8 is a schematic diagram of a features list in 
accordance With one embodiment of the present invention. 

FIG. 9 is a ?oW diagram depicting a process of synthe 
siZing anomalous data used to produce a set of features 
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re?ecting anomalous behavior in accordance With one 
embodiment of the present invention. 

FIG. 10 is a histogram graph shoWing the distribution of 
normal feature values for a selected feature for all users over 
a predetermined period of time. 

FIG. 11 is a histogram graph shoWing the distribution of 
anomalous feature values or a selected feature for all users 
over a predetermined period of time. 

FIG. 12 is a schematic diagram of a data structure used to 
store sets of anomalous feature values in accordance With 
one embodiment of the present 

FIG. 13 is a block diagram shoWing components for 
training a model using a neutral netWork training algorithm 
in accordance With one embodiment of the present inven 
tion. 

FIG. 14 is a How diagram of a process for training a model 
for use in a netWork intrusion detection system in accor 
dance With one embodiment of the present invention. 

FIG. 15 is a block diagram of a typical computer system 
suitable for implementing an embodiment of the present 
invention. 

DETAILED DESCRIPTION 

Reference Will noW be made in detail to a preferred 
embodiment of the invention. An example of the preferred 
embodiment is illustrated in the accompanying draWings. 
While the invention Will be described in conjunction With a 
preferred embodiment, it Will be understood that it is not 
intended to limit the invention to one preferred embodiment. 
To the contrary, it is intended to cover alternatives, 
modi?cations, and equivalents as may be included Within 
the spirit and scope of the invention as de?ned by the 
appended claims. 
Amethod and system for training a model using historical 

and statistical data in conjunction With hypothetical anoma 
lous behavior data for use in a computer netWork intrusion 
detection program is described in the various ?gures. By 
using the historical data, a feature generator used to generate 
a features list can take into account changing behavior of the 
user and of the user’s peers, and does not depend on 
extensive domain knoWledge. 
1. Features List Generation 

FIG. 2 is a block diagram of a computer netWork security 
system 100 in accordance With the described embodiment of 
the present invention. User activity ?les 12 are generally the 
same as those shoWn in FIG. 1. These ?les contain raW user 
data generated from various system resources and, in the 
described embodiment, are parsed and organiZed according 
to user and time of activity. They are described in greater 
detail in FIG. 3. Historical data 102 contains data relating to 
prior activity performed by a user and cumulative data of 
activities performed by the peer group (including the user) 
in a particular time frame. In other embodiments, smaller or 
larger groups, different from the user peer group, can be 
monitored. In the described embodiment the peer group is all 
users in a particular system Who have logged in for a 
particular time period, such as a typical Work day. The 
generation of user historical data is described in greater 
detail in FIG. 4 and the generation of user peer group 
historical data is described in greater detail in FIG. 5. 

User activity ?les 12 and historical data 102 are used as 
input to a feature generator or builder 104. In the described 
embodiment, feature generator 104 is implemented involv 
ing an equation for calculating a time-Weighted mean, 
discussed in greater detail in FIGS. 6 and 7. The output from 
feature generator 104 is a features list 106. In the described 
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6 
embodiment, features list 106 contains 47 features Which 
can be classi?ed into several different categories such as 
violations, user activities, computer and netWork loads, and 
so on. Characteristics of feature list 106 are described in 
greater detail in FIG. 8. Individual features from features list 
106 are used as input to a model 108. As is Well knoWn in 
the ?eld of computer science, there are many different model 
processes, such as linear regression, Markov models, graphi 
cal models, and regression models. A model is trained to 
evaluate features to recogniZe the possibility of a netWork 
intrusion. By training model 108 to process certain types of 
features, it can recogniZe potential intrusions. As is Well 
knoWn in the art, a model can accept different types of 
features. One example of a feature is user login failure, such 
as the time betWeen login failures for a particular user. Once 
the model receives all input features, it calculates a score 
110. This score is based upon the input features and hoW the 
model has been trained. In the described embodiment, the 
model is trained using a neural netWork algorithm. A score 
110 can be normaliZed to a number betWeen 0 and 1000, a 
high number indicating a stronger possibility of an intrusion. 
An advantageous method for training a suitable model is 
discussed in FIGS. 9 through 14. 

FIG. 3 is a schematic diagram shoWing the formation of 
user activity ?les 12, or the raW user data, in accordance With 
one embodiment of the present invention. As mentioned 
above, user activity ?les 12 contain raW data of activities 
performed by users. As described beloW, user activity ?les 
12 are made up of numerous individual user logs, such as 
user log 204 of FIG. 3. In the described embodiment, the 
users are on one particular computer system, typically 
supported by a mainframe computer and operating system. 
In other embodiments, the raW data can come from several 
computer systems each supported by different computers. 
Similarly, score 110 can be derived from data from one or 
more computer systems and can measure potential intrusions 
for one or all systems. A computer system 200 is shoWn 
containing a number of sources from Which raW user activity 
data is draWn. Examples of these sources or ?les include 
operating system ?les containing executed commands, 
operations on programs, exceptions, operations on ?les, and 
other more data-speci?c ?les such as badge-in data. In the 
described embodiment the sources are maintained by the 
Multiple Virtual Storage (“MVS”) operating system of the 
IBM Corporation, and used on IBM mainframe computers. 
These data sources are part of the MVS operating system 
and are created and maintained as part of the operating 
system. The process can be used in computer systems using 
operating systems other than MVS such as a Unix-based 
operating system. Using the example from above, to deter 
mine the time betWeen login failures, the intrusion program 
checks user activity ?les 12. 
A raW data log 202 contains user activity for all users 

logged in a particular computer system such as system 200. 
Computer system 200 parses raW data log 202 according to 
user and time of activity thereby creating a series of indi 
vidual user logs, such as user log 204. In the described 
embodiment, user log 204 is a series of variable length 
records containing a user name, a timestamp of When the 
user activity occurred and the name of the speci?c user 
activity, as Well as other information depending on the user 
activity or command performed. After data from the system 
resources is parsed according to user, user activity data is 
retained or kept in the form of user activity ?les 12, used as 
input to feature generator 104. 

FIG. 4 is a How diagram of a process for generating user 
historical data in accordance With one embodiment of the 
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present invention. In the described embodiment the process 
is performed at the end of a user Work day for each user 
logged in and for each computer system in an organization 
or enterprise. Thus, in the described embodiment, user 
historical data is generated once a day. In other 
embodiments, historical data can be generated more or less 
frequently depending on characteristics of the system, num 
ber of users, and the degree of intrusion detection desired. 
Generally, each activity is examined for a particular user and 
a statistical mean, or equivalent value, is calculated for that 
user for a particular day. 

At step 300 a user is selected from a corpus of users Who 
have logged onto a computer system for a particular day. In 
the described embodiment, historical data is generated for 
users Who have logged on and performed at least some 
activities during the day. At step 302 a particular activity is 
selected from a predetermined list of activities that are 
monitored by the intrusion detection system. In the 
described embodiment, the activities can be divided into 
several categories such as violations, login failures, failures 
related to accessing a ?le, normal activity, resource usage, 
and others. In the described embodiment there is a prede 
termined set of 47 activities from Which activities are 
selected. 
At step 304 the intrusion detection program determines 

the number of times the selected activity is performed on a 
particular day by the selected user. In the described embodi 
ment this is determined using a counter. The total number of 
times the selected activity is performed by the user is stored 
as sumi. Sumi is not necessarily the number of times an 
activity is performed. It can also represent the total resource 
usage, total number of bytes transferred, among other quan 
tities (i.e., it is not necessarily a counter). At step 306 sum 
is used to calculate a historical mean of sumi by the user 
alone. In the described embodiment this is done by com 
paring sumi to a historical mean calculated for all or a 
predetermined number of previous sums. This historical 
mean is a time-Weighted mean updated based on the neW 
sumi. In addition, the previous historical mean (i.e., the 
historical mean from the previous login period) is updated to 
re?ect the neW sumi. The neW user historical mean is saved 
in user and peer historical data ?le 102 as shoWn in FIG. 2. 

At step 308 sumi is used to update a user historical 
standard deviation. In the described embodiment, this stan 
dard deviation is calculated for the selected user for that 
particular day. As With the user historical mean, a historical 
standard deviation is calculated using sumi and is stored in 
user historical ?le 102 from Where it is used as input to 
feature generator 104. At step 310 the intrusion detection 
program determines Whether there are any remaining activi 
ties to be examined from the activity list. If so, control 
returns to step 302 Where the next activity is selected and the 
process is repeated. If there are no more activities in the list, 
the processing for generating historical data for a single user 
for a particular day is complete. The user historical standard 
deviation and historical mean values collectively comprise 
the user historical data Which is subsequently used as one 
input to features generator 104. 

FIG. 5 is a How diagram of a process for generating peer 
historical data in accordance With one embodiment of the 
present invention. This process is different from that 
depicted in FIG. 4 in that the historical data calculated here 
relates to the entire group of users logged onto a computer 
system for a particular day instead of just one selected user. 
In the described embodiment, this peer group includes the 
selected user as Well. The peer group (Which can be vieWed 
as a ?ctitious user) can change frequently depending on Who 
logs on the computer system. 

10 

15 

25 

35 

40 

45 

55 

65 

8 
At step 502 a peer group is formed based on all the users 

logged on the computer system that day. In other 
embodiments, there can be more than one computer system 
from Which a peer group is formed or certain users from all 
those logged on may be excluded from the peer group if 
needed. Once the peer group is formed, an activity is 
selected at step 504. The activities are from the same list of 
activities used in step 302 of FIG. 4, having 47 activities in 
the described embodiment. 
At step 506 another sumi is calculated based on the 

number of times each person in the peer group performed the 
selected activity in a particular time period. It is possible that 
some of the users in the peer group may not have performed 
the selected activity. At step 508 a peer historical mean is 
updated using sumi in a manner similar to calculating the 
user historical mean. In the described embodiment this is 
done by comparing sums to a historical mean calculated for 
all or a predetermined number of previous sums. This peer 
historical mean is also a time-Weighted mean updated based 
on the neW sumi. In addition, the previous historical mean 
(i.e., the historical mean from the previous login period) is 
updated to re?ect the neW sumi. At step 510 the peer 
historical standard deviation is calculated in a manner simi 
lar to the user historical standard deviation as described in 
step 308 of FIG. 4. The peer historical mean and standard 
deviation values are saved in user and peer historical ?les 
102 With the user historical data. 
The peer historical standard deviation can be used to 

assign various Weightings to the peer historical mean based 
on several criteria, such as time or other factors in the 
system. For example, a peer historical mean calculated four 
months prior to the present can be assigned a lighter Weight 
than the historical mean calculated tWo days prior to the 
present With regard to determining the standard deviation. 
This is based on the assumption that behavior from tWo days 
ago should be given more importance than behavior from 
four months ago. In another example, a higher or loWer 
Weight can be assigned based on particular days of the 
Weeks. 

At step 512 the intrusion detection program determines 
Whether there are any other activities from the predeter 
mined list of activities to be examined. If so, control returns 
to step 504 Where another activity is selected and the process 
is repeated. If there are no more activities, the process of 
generating peer historical data is complete. 

FIG. 6 is a How diagram of a process for generating a 
features list containing data on a user’s activity in accor 
dance With one embodiment of the present invention. The 
process of FIG. 6 depicts generation of a features list for a 
particular user for a particular time period, such as one day. 
The time period can be adjusted based on the needs of the 
systems and the desired accuracy of the intrusion detection 
program. In the described embodiment, the features list is a 
list of real numbers ranging from —5 to 5 Where a loW 
negative number indicates behavior less than normal and a 
positive number indicates behavior more frequent than nor 
mal. At step 602 an activity performed by a particular user 
is chosen from that user’s activity list as Was done in step 
302 of FIG. 4. In the described embodiment, a features list, 
such as features list 106, is organiZed ?rst by user, and 
Within a user, by activity. In other embodiments the features 
list can be organiZed differently depending on requirements 
of the system. At step 604 the features generator, such as 
features generator 104, retrieves the user’s historical mean 
and historical standard deviation for the selected activity. 
These values are draWn from user and peer historical data 
?le 102. 
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At step 606 the features generator determines Whether a 
user’s activity for that day With respect to the selected 
activity is normal or deviates from past behavior. In the 
described embodiment this determination is made by calcu 
lating a normalized deviation of the user’s historical mean 
from the user’s activity for that particular day. That is, hoW 
far off the user’s behavior is from the user’s historical mean. 
In the described embodiment, this is done by subtracting the 
user historical mean from the activity level and dividing the 
result by the user historical standard deviation. This calcu 
lation is recorded as a value in the range of —5 to 5 as 
described above. This value is then stored in features list 106 
at step 608. A features list is described in FIG. 8 beloW. At 
step 610 the intrusion detection program determines Whether 
there are anymore activities in the activity list for the 
selected user. If there are, control then returns to step 602 
Where another activity is selected and the process is 
repeated. If there are no more activities, the process of 
generating the user-speci?c portion of the features list is 
complete. Thus, a portion of the features list Which contains 
each of a selected user’s activities and a corresponding score 
indicating hoW close the user’s actions are to previous 
behavior is completed. 

FIG. 7 is a How diagram of a process for generating 
another portion of a features list related to a user’s activity 
relative to peer activity in accordance With one embodiment 
of the present invention. The steps described here are similar 
to those described in FIG. 6 eXcept values used relate to peer 
data instead of user data. At step 702 an activity is selected 
for a particular user. In the described embodiment, this step 
is the same as step 602. At step 704 the peer historical mean 
and peer historical standard deviation are retrieved from the 
user and peer historical data ?les 102. These values are 
computed at steps 508 and 510 of FIG. 5 using peer 
historical data. At step 706 the behavior corresponding to the 
selected activity by the user is compared to typical behavior 
of the user’s peers for that activity. Any deviation by the user 
from normal peer activity is computed, i. e., any abnormal 
behavior is measured. This is done by subtracting the user’s 
current activity value from the peer historical mean and 
dividing the result by the peer historical standard deviation. 
This deviation or anomalous behavior is translated into a 
numerical value and added to the features list 106 at step 
708. As With deviation from the user’s oWn behavior, in the 
described embodiment this value is measured as a real 
number in the range of —5 to 5. At step 710 the intrusion 
program determines Whether there are anymore activities in 
the activity list. If there are, control returns to step 702. If 
not, the process is done and a complete features list has been 
created. 

FIG. 8 is a schematic diagram of a features list in 
accordance With one embodiment of the present invention. 
As described above features list 106 contains a series of 
values corresponding to a deviation of the user’s behavior 
from the user’s past behavior and the behavior of the user’s 
peer group for various activities. Features list 106 contains 
a series of values, each value corresponding to a particular 
activity for a particular user. The feature values for one user 
are grouped together. In the described embodiment, features 
for each user are divided into tWo sections. An eXample of 
a ?rst section of features 802 corresponds to values com 
paring a user’s behavior to the user’s past behavior. 
Examples of individual values are shoWn as values 804. A 
process for generating these scores is described in FIG. 6. 
The number of activities tracked by the intrusion detection 
program can vary. Examples of various categories of these 
activities are described above. The types of activities moni 
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10 
tored by the intrusion program can vary from system to 
system and Will depend on the level and type of security 
desired. 
A second section 806 corresponds to features values 

derived from deviations of the user’s behavior from the 
user’s peer behavior for a particular activity. A process for 
generating these values is described in FIG. 7. In the 
described embodiment, the number of activities in the tWo 
sections is the same. FolloWing section 806 is another 
section similar to section 802 for another user. As previously 
eXplained in FIG. 2, features list 106 is used as input to 
model 108 trained to receive as input particular features and 
Which outputs a ?nal score 110. It is Worth noting that a 
user’s peers can be de?ned in various Ways, such as by 
privilege users as opposed to normal users, by system, or 
level of activity. 

2. Neural Network Training 
FIG. 9 is a How diagram depicting a process of synthe 

siZing or arti?cially creating anomalous data used to produce 
a set of features re?ecting anomalous behavior in accor 
dance With one embodiment of the present invention. This is 
done since anomalous behavior is, by de?nition, rare, there 
is a need to synthetically create eXamples of anomalous 
behavior in order to better train a neural netWork classi?er. 
At step 902 the intrusion detection program selects a par 
ticular feature X, from features list 106 in the described 
embodiment. It retrieves each value for feature X for all 
users or a subgroup of users in a computer system over a 
predetermined time period. In the described embodiment 
time period T is in the range of four to siX months. In other 
embodiments the time range can vary depending on the 
desired degree of accuracy of the intrusion detection pro 
gram. Thus, after step 902 the intrusion detection program 
has typically thousands of values corresponding to users on 
the system for feature X over a given time period T. It is 
useful to note here that the values retrieved at step 902 are 
“normal” data values re?ecting normal or non-anomalous 
behavior. This data is subsequently used to train model 108 
of the netWork intrusion detection system. 

In step 904 a histogram or density graph is de?ned for the 
normal data gathered at step 902. An eXample of a histogram 
for normal data is shoWn in FIG. 10. In the described 
embodiment the feature values are normaliZed to a value 
betWeen —5 and +5. Generally, most normal behavior for an 
activity Will have a normaliZed feature value close to the 
Zero value range, indicating normal or non-anomalous 
behavior. Anomalous behavior for a particular feature has 
values closer to —5 or +5 depending on the activity. 
Generally, a normaliZed feature value closer to —5 indicates 
that the particular activity is being performed less frequently 
than normal and a value closer to +5 indicates the opposite. 
Characteristics of the histogram are described in greater 
detail in FIG. 10. 
At step 906 the intrusion detection program arti?cially 

de?nes a second histogram for anomalous data. A sample 
anomalous histogram is depicted in FIG. 11. In the described 
embodiment, this histogram is created by a modeler or 
netWork security analyst to re?ect What Would be eXpected 
as anomalous behavior for a particular activity. That is, if 
behavior With respect to this activity Were not normal, Would 
the activity be performed less or more often and by What 
percentage of the population. The modeler or netWork 
security analyst Will use his a priori knoWledge about the 
security risk of a particular activity in designing the prob 
ability distribution of anomalous behavior. 
At step 908 the intrusion detection program samples the 

anomalous data histogram to produce a set of anomalous 
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feature values for the selected feature. In the described 
embodiment a standard method of random sampling Well 
known in the ?eld of statistics (i.e., sampling from a 
probability density) is used to sample the anomalous data 
histogram to produce a set of anomalous features. This step 
can be vieWed as the reverse of steps 902 and 904 in so far 
as feature values re?ecting anomalous behavior are derived 
from the anomalous histogram de?ned at step 906, Whereas 
the normal data histogram Was derived from normal feature 
values for a particular feature. In the described embodiment 
four thousand to ten thousand samples are taken to produce 
a set of anomalous feature values for the selected feature. 
At step 910 the anomalous data feature values generated 

in step 908 are stored for future use. The data structure used 
to store the anomalous data sets of the described embodi 
ment is depicted in FIG. 12. A set of anomalous data values 
for a single feature is stored contiguously as further 
described in conjunction With FIG. 12. At step 912 the 
intrusion detection program checks for any remaining fea 
tures. If there are features remaining, another one is selected 
at step 902. As mentioned above, in the described embodi 
ment there are 94 features thereby requiring 94 loops of the 
process depicted in FIG. 9. In other embodiments there can 
be feWer or more features used in the netWork intrusion 
detection system. If there are no more features to be 
processed, the process of synthesiZing anomalous data and 
feature values is complete. In the described embodiment, the 
anomalous feature sets are synthesiZed independently of 
each other. In other embodiments, anomalous features may 
depend on each other. In this case, step 906 de?nes a joint 
histogram of tWo or more features. At step 908 the joint 
histogram is sampled to produce a set of values for the 
dependent features. The synthesiZed anomalous data and 
feature values are stored in the same Way as the normal data 
and feature values. 

FIG. 10 is a histogram graph shoWing the distribution of 
normal feature values for a selected feature for all users over 
a predetermined period of time. The y-axis of histogram 
1000 represents the number of users having a particular 
feature value represented by the x-axis. The bounds on the 
x-axis are the upper and loWer limits of the normaliZed 
feature values, —5 and +5. As shoWn in FIG. 10, the highest 
number of users fall in the Zero feature value range 1002 as 
Would be expected for normal behavior. The number of users 
decreases signi?cantly as the feature values approach —5 and 
5, shoWn as portions 1004 of the graph. As mentioned above 
a normal data histogram is de?ned from normal feature 
values for a selected feature for all users over a given time 
length, such as four to six months. The normal data histo 
gram is used to de?ned What constitutes normal patterns and 
can be used to model anomalous behavior histograms. 

FIG. 11 is a histogram graph shoWing the distribution of 
anomalous feature values for a selected feature for all users 
over a predetermined period of time. As With FIG. 10, the 
y-axis of histogram 1100 represents the number of users 
having a particular feature value represented by the x-axis. 
The difference in FIG. 11 is that the data used to de?ne the 
histogram is not actual data retrieved from the computer 
system but data devised by a modeler or systems security 
analyst to re?ect expected anomalous behavior for the 
activity corresponding to a selected feature. This process is 
described in step 906 of FIG. 9. In the described embodi 
ment there is one anomalous histogram for one normal 
histogram. The anomalous histogram shoWn in FIG. 11 
shoWs a high number users having an unusually high feature 
value indicating anomalous behavior. For example, the 
anomalous feature values shoWn in FIG. 11 may correspond 
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to the number of illegal logins during a speci?c time period. 
Because the number of logins is higher than What Would 
normally be expected (i e., normally one or tWo attempts), 
the feature values are distributed near the high positive end 
1102 of histogram 1100, as shoWn in FIG. 11. The bounds 
on the x-axis are the upper and loWer limits of the possible 
normaliZed feature values: —5 and +5. 

FIG. 12 is a schematic diagram of a data structure used to 
store sets of anomalous feature values in accordance With 
one embodiment of the present invention. A multi-column 
data structure 1202 includes multiple columns, such as 
column 1204, each having numerous anomalous feature 
values for a single feature. In the described embodiment 
there are thousands of anomalous feature values in each of 
the columns. These feature values are generated at step 908 
of FIG. 9 by performing a random sampling of the anoma 
lous histogram such as histogram 1100. Because there are 94 
features in the described embodiment, data structure 1202 
has 94 columns, one for each feature. Thus, if vieWed across 
or horiZontally, from left to right, data structure 1202 con 
tains thousands of anomalous features lists, similar in struc 
ture to normal features list 106. An example of such an 
anomalous feature list is shoWn as horiZontal cross-section 
1206. 

FIG. 13 is a block diagram shoWing components for 
training a model using a neural netWork training algorithm 
in accordance With one embodiment of the present inven 
tion. Normal feature data 1302 and anomalous feature data 
1304 for a single feature, both generated in FIG. 9, are input 
to a selector 1306. Selector 1306 is con?gured by a modeler 
to route a certain amount of normal feature data 1302 and a 
certain amount of anomalous feature data 1304 as input to a 
neural netWork training algorithm component 1308. In the 
described embodiment, selector 1306 is needed because 
model 108 should be provided With predominantly normal 
feature value data and less frequently With anomalous fea 
ture value data. Thus, selector 1306 is con?gured to provide 
a ratio or mix of “good” and “bad” data to be used as input 
for training model 108. All other aspects of training model 
108 are performed by neural netWork training algorithm 
component 1308 and are knoWn in the ?eld of machine 
learning and neural netWorks as described in “Neural Net 
Works for Pattern Recognition,” by Christopher Bishop, 
Oxford University Press, 1995, incorporated herein by ref 
erence for all purposes. The training algorithm used in the 
described embodiment is a back-propagation algorithm. The 
training algorithm 1308 produces the parameters of model 
108. Training algorithm component 1308 represents the 
training phase or segment of model 108. Model 108 repre 
sents the actual execution of the model used in the computer 
netWork intrusion detection system. 

FIG. 14 is a How diagram of a process for training a model 
for use in a netWork intrusion detection system in accor 
dance With one embodiment of the present invention. The 
process of FIG. 14 implements the system shoWn in FIG. 13. 
At step 1402 a modeler derives an appropriate probability 
factor. For example, a probability factor of 0.1 means that 
one out of ten feature data values is selected from the 
anomalous data set. The probability factor can be higher or 
loWer depending on the desired sensitivity of the intrusion 
detection system and the tolerance of false alerts. The 
probability factor determines the mix or ratio of normal 
feature values and anomalous feature values. Thus, a prob 
ability factor of 0.1 can mean that only one anomalous 
feature value is alloWed in for every nine normal feature 
values. One caveat the modeler should be aWare of is not to 
make the probability too high thereby creating a high 










